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ABSTRACT

Various information retrieval models have been studied for
decades. Most traditional retrieval models are based on
bag-of-term representations, and they model the relevance
based on various collection statistics. Despite these efforts, it
seems that the performance of “bag-of-term” based retrieval
functions has reached plateau, and it becomes increasingly
difficult to further improve the retrieval performance. Thus,
one important research question is whether we can provide
any theoretical justifications on the empirical performance
bound of basic retrieval functions.

In this paper, we start with single term queries, and aim to
estimate the performance bound of retrieval functions that
leverage only basic ranking signals such as document term
frequency, inverse document frequency and document length
normalization. Specifically, we demonstrate that, when only
single-term queries are considered, there is a general func-
tion that can cover many basic retrieval functions. We then
propose to estimate the upper bound performance of this
function by applying a cost/gain analysis to search for the
optimal value of the function.

1. INTRODUCTION

Developing effective retrieval models has been one of the
most important and well-studied topics in Information Re-
trieval (IR). Various retrieval models have been proposed
and studied [9, 10, 14]. Many of them are based on “bag-of-
term” representation and leverage only basic ranking signals
such as TF, IDF and document length normalization [4]. Al-
though more advanced ranking signals, such as term prox-
imity [11] and term semantic similarity [4, 7], have been in-
tegrated into the retrieval functions to improve the retrieval
performance, it remains unclear whether we have reached
the performance upper bound for retrieval functions using
only basic ranking signals. If so, what is the upper bound
performance? If not, how can we do better?

To find the performance upper bound is quite challenging:
although most of the IR ranking models deal with basic sig-
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nals, how they combine the signals to compute the relevance
scores are quite diverse due to different implementations of
IR heuristics [4]. This kind of variants makes it difficult to
generalize the analysis. Moreover, typically there are one
or more free parameters in the ranking models which can
be tuned via the training collections. These free parameters
make the analysis more complicated.

This paper aims to tackle the challenge through the sim-
plest problem setup. In particular, we focus on single-term
queries and study how to estimate the performance bound
for retrieval functions utilizing only basic ranking signals.
With only one term in a query, many retrieval functions
can be greatly simplified. For example, Okapi BM25 and
Pivoted normalization functions have different implemen-
tations for the IDF part, but this part can be omitted in
the functions for single-term queries because it would not
affect the ranking of search results. All the simplified func-
tions can then be generalized to a general function form for
single-term queries. As a result, the problem of finding the
upper bound of retrieval function utilizing basic ranking sig-
nals becomes that of finding the optimal performance of the
generalized retrieval function. We propose to use cost/gain
analysis to solve the problem [1, 3, 2]. As the estimated
performance upper bound of simplified/generalized model is
in general better than the existing ranking models, our find-
ing provides the practical foundation of the potentially more
effective ranking models for single term queries.

2. PERFORMANCE BOUND ANALYSIS

2.1 A General Form of Retrieval Functions
for Single-Term Queries

The implementations of retrieval functions are quite di-
verse, and it is often difficult to develop a general function
form that can cover many retrieval functions. However, if
we consider only single-term queries (i.e,. those with only
one query term), the problem can be greatly simplified.

Let us start with a specific example. Dirichlet prior func-
tion is one of the representative functions derived using lan-
guage modeling approaches [14], and is shown as follows:

£(Q.d) = Zln(—c(t’ Diup (t'C)) M

Py |d| + p

where c¢(t, d) is the frequency of term ¢ in document d, |d| is
the document length; p(¢|C) is the maximum-likelihood of
the term frequency in the collection and p is the model pa-
rameter. When a query contains only a term ¢, the retrieval



Table 1: Instantiations of the general retrieval form

Retrieval Functions g(-) Q@ c1 ~ B ca2
DIR 1 1 w-p(t|C) 0 1 I
BM25 & BM25+ 1 k141 0 1 2 k- (1—1b)
PIV & PIV+ 1+ In(1+In(")) 1 0 0 — 1-—s
F1EXP & FILOG 1+ In(1+ In(-)) avdl + s 0 0 E avdl
F2EXP & F2LOG 1 1 0 T s
BM3 1 1 p-p(t|C) I3 k1 ki-p+p” - p(tC)
DIR+ 1 pC)+6 4 p (tIC) +0-p-ptlC) 0 p-p(t[C) 1 - p(t|C)

function can be simplified to:
c(t,d) + p-p(t|C
f(t},d) = LD 2D

Note the natural logarithm function in Equation (1) is
omitted since it is a monotonically increasing function and

()

would not affect the ranking results. Since p(¢|C') is a collection-

dependent constant, the function can be further simplified

as:

c(t,d) + a1
|| +c2

Similarly, Okapi BM25 [9] can be simplified to:

(k1+1) - c(t,d)
c(t,d)+ki- (1 —b+b-|d|/avdl)
a-c(t,d)
c(t,d)+ B -|d) + c2’

where a absorbs k1 + 1, and 8 = k1 - b/avdl is a collection-
dependent variable and c2 = k1 - (1 — b) is a parameter.

Furthermore, the pivoted normalization function (PIV)
[10] can also be simplified to:

1+ in(1+ In(c(t, d)))
(1—s+s-l|d|/avdl)
_ gle(t.d))
(B d] +c2)’

where g(-) = 14 In(1 4+ In(-)) and can be further general-
ized as an arbitrary non-linear function. 8 = s/avdl is a
collection related variable and c2 = 1 — s is a parameter.

All of the above three simplified functions (i.e., Eq. (3),

Eq. (4) and Eq. (5)) can be generalized as the following
form:

ft,d) = ()

f(tvd) =

(4)

f(tvd) =

()

a-gle(t,d) +
y-c(t,d)+ B-|d] +c2’

where g(+) is an arbitrary non-linear function and «, 3,7, c1, ¢2
are free parameters. This generalized function form is essen-
tially a linear transformation of a non-linear transformation
of term frequency divided by a linear transformation of doc-
ument length. The denominator optionally adds adjusted
term frequency as a method to dampen the impact of in-
creasing term frequency. Note that IDF is not part of the
function because it would not affect the document ranking
for single-term queries.

In fact, we find that the generalized retrieval function as
shown in Eq. (6) can cover at least 11 retrieval functions. In
addition to the above three retrieval functions, the follow-
ing functions can also be generalized: (1) FIEXP, FILOG,
F2EXP and F2LOG from the axiomatic retrieval models [5],

F(e(t, d), |d]) = (6)

(2) BM3 derived from the Dirichlet Priors for term frequency
normalization model [6], and (3) BM25+, DIR+, PIV+ de-
rived from the lower bounding term frequency normalization
models [8]. Table 1 summarizes the instantiations for each
of the retrieval functions.

2.2 Upper Bound Estimation for MAP

Given the general form as shown in Equation (6), one
straightforward solution to estimate the performance bound
for single-term queries would be to simply try all possible
values/instantiations for the parameters and functions and
then report the best performance. Thus, the problem of
estimating performance bound boils down to the problem
of searching for optimal parameter settings in terms of the
retrieval performance. More specifically, given Eq. (6), we
need to find parameter settings for a, 3,7,c1,ce that can
optimize the retrieval performance measured (i.e., MAP in
this paper). We do not consider the instantiation of g(-)
here, and leave it as our future work.

Since it is infeasible to try all possible parameter val-
ues and find the optimal setting, we propose to apply the
cost/gain analysis to find the optimal parameter setting.

Let us explain the notations first. d; and d; are a pair
of documents. Given a query, s; = f({t},d;) and s; =
f({t}, d;) denote the relevance score of these two documents
computed using a retrieval function.

For a given query, each pair of documents d; and d; with
different relevance labels (currently we only consider the bi-
nary case, i.e. whether the document is relevant or non-
relevant) a ranking model computes the scores s; = f(d;)
and s; = f(d;). Follow the previous studies about RankNet
[1, 2], we define the cost function as the pairwise cross-
entropy cost applied to the logistic of the difference of the
relevance scores:

1 o(si—s,
Cij = 5(1 = Sij)o(si — s5) +log(l +e Gy (1)

where S;; € {0,41} denotes the ground-truth ranking
relationship of document pair d; and dj;: 1 if d; is relevant
and d; is non-relevant, -1 if d; is non-relevant and d; is
relevant, 0 if they have the same label. The gradient of the
cost function is then:

oCs; 1 - 1 . _8C¢j
0si _U<2(1 Sis) 1+60(8r8j)) T 0sj ®)

If we only consider the total cost of ranking non-relevant
documents before the relevant documents, S;; is always 1.
We will always consider that d; is relevant and d; is non-



Table 2: collections and queries
disk12 Robust04 WT2G GOV2

F#queries 4 11 3 2
312,348,349,
A 57,75, 364,367,379, 403,417,
a 77,78 392,395,403, 424
417,424

757,840

relevant from now on. The Eq. (8) is then simplified as:

8CU _ —0
Dsi 14 e7(si=s)) ©)

The upper bound of the performance is then obtained when
the cost is minimized by parameters optimization. The pa-
rameters px € R used in the ranking model could be updated
so as to reduce the cost via stochastic gradient descent:

o — oc _ [ 9C Bs; + 9C 9s; (10)
Pk P 7Iapk = P n 8si apk aSj apk

Unfortunately, the cost defined in Eq. (9) is actually the
“optimization” cost instead of the target cost (the actual
cost) [1] and thus minimizing the cost may not necessarily
lead to the optimal MAP. However, MAP is either flat or
non-differentiable everywhere which makes the direct opti-
mization toward it difficult [13]. To overcome this we modify
Eq. (9) by multiplying the derivative of the cost by the size
of the change in MAP gain from swapping a pair of differ-
ently labeled documents for a given query ¢q. The pairwise
A (we change cost C' to A and A is the gain instead of cost)
can be written as:

r;—1
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where r; and r; are the ranking positions of d; and d;; m
and n are the number of relevant documents before position
r; and rj; I(k) = 1 if the document at kth position of the
ranking list is relevant and 0 otherwise; |R| is the number of
relevant document for the query. The model parameters are
adjusted based on the aggregated \ for all pairs of documents
for the query using a small (stochastic gradient) step.

The optima are local optima with 99% of the confidence by
following the Monte-Carlo method with model parameters
chosen from 459 random directions [3].

3. EXPERIMENTS

3.1 Testing Collections

We use four TREC collections: disk12, Robust04, WT2G
and Terabyte (GOV2) to conduct the experiments. For the
queries, only the title fields of the query topics with only one
query term are used (20 in total). We use Dirichlet language
model with default p = 2500 to retrieve at most top 10,000
documents as the documents pool for the pairwise compar-
ison for each query. For relevance labels that less or equal
to zero is treated as non-relevant and labels greater than
zero are treated as relevant. An overview of the involved
collections and queries are listed in Table 2.

3.2 Experiment Setup

We tested both using the cost function only and using
the cost function together with A component of MAP. The

Table 3: Upper Bound of MAP

disk12 Robust04 WT2G GOV2

DIR 0.4009 0.3823 0.3660  0.2083
Models ~—BM25 0.4016  0.3824  0.4038  0.2896
with ~PIV 0.3987 0.3812  0.4038 0.3079
Basic ~F2EXP 0.4000 0.3682 0.3183  0.1950
Signals ~BM3 0.4015 0.3823 0.3792  0.2554
DIRF 0.4009 0.3823 0.3794  0.2083
Upper DIRV 0.4244F 0.41367 0.4055 0.2724
Bounds ~TFDL1YV  0.4273T 0.42097 0.4095  0.3193F
TFDL2U 0.42737 0.42097 0.4095 0.32557

results are very close and the cost with A seems to be a little
bit superior so we just report that part of the results. We
basically tried several different models based on Eq. (6):

e DIRVY: Dirichlet Language Model, denoted as
c(t,d)+p-p(t|C)
ld]+p

e TFDL1Y: which only contains ¢1 and c2 as model

c(t,d)+cq
parameters, denoted as e

e TFDL2Y: which takes «, 3, c1, c2 as parameters, de-
noted as 2clt:dter

B-ld[+c2

For other possible format of Eq. (6) they are essentially

covered by TFDL2Y so we do not report the results for them

1

For all of our experiments, we varied the learning rate n
between 10° to 10'° with step size 10 times to previous value.
We have found that optimal learning rate brings marginal
gain in terms of overall performance. So we just report the
performance on the optimal learning rate. For the starting
point, we choose «, 8, c1,c2 from [0.1,10000] with step size
10 times to previous value. We set the learning iteration at
most 500 epochs and it stops if the gain was constant over
20 epochs.

3.3 Results

Table 3 lists both the optimal performances of previously
proposed ranking models with optimal parameters chosen
from a wide range (e.g. for DIR and DIR+ p € [0, 5000] with
step size 500; for BM25, BM3, PIV, F2EXP b or s € [0, 1]
with step size 0.1) and optima of proposed models. The val-
ues listed in the table are the MAPs of single term queries
only (not the whole set of the queries). It is shown that the
generalized models are better than classic ranking models
for the most cases (indicated by the T which means the two-
tailed paired t-test at p value of 0.05 comparing with the op-
timal performances of selected models which are boldfaced).
Furthermore, different collections have different gains. Ro-
bust04 has the largest gain between the two results which in-
dicating that possibly the previously proposed ranking mod-
els do not capture the critical ranking signals well or the
statistics they use contradicts with the actual properties of
relevant documents. Also, for WT2G we get very little gain
by applying our analysis (the performances are even not sig-
nificant better than the selected models). This probably

! Actually they are possibly covered by Eq. (6). But if we
choose wide spectrum of the starting points then they are
covered by large chance.



Table 4: Parameters
Model Paras diskl2 Robust04 WT2G GOV2

DIRV w 4.66e3 3.54e7 1.43e6 0
TFDL1Y Z—; 2.49e-3 1.0 6.87e-5  6.0e-1
cL 1.55e-2 5.86e-2 1.08el  1.39e-1

TFDL2Y <
g 1.3Te4

1.43e-2 1.0le-2  1.13e-2

means that if we would like to further improve the perfor-
mance on WT2G we need to find other forms of the ranking
models which may look different than Eq. (6).

3.4 Parameters

Next, we would like to investigate the parameters that
lead to the optima for the proposed models. The parame-
ters are worthy to look at since they might inspire or provide
intuition of better performing models in the future. Table 4
lists those parameters. As we can see, for DIRY the optimal
parameters p obtained for Robust04 and WT2G are much
larger than 10® which is suggested value by the original au-
thors of DIR, [14]. For TFDL1Y we choose to report the ratio
Z—;. The values vary between collections. For example, the
optimal values for Robust04 is 1.0 which indicates that the
better performed models would have larger dampen factor
for document length than other collections. For TFDL2Y
both 2 and % are reported. We find that « is in several

2
magnitude levels smaller than 8. But this is not always the
truth for L. We would expect more impact on % than Z—;
and the values of £ could be better incorporated by better
performing models in the future.

4. RELATED WORK

Although there are lots of effective ranking models pro-
posed by researchers, there are fewer studies dedicated to
the theoretical analysis of their performances upper bound.
One related domain is the constraint analysis [4] which pro-
poses formal constraints that a reasonable ranking model
should bear. Examples of the constraints including how
should a ranking model incorporate TF, how to regulate
the interaction of TF and DL, how to penalize long docu-
ment in the collection, etc. The constraint analysis provides
a general guide of how a reasonable ranking model should be
designed. Our work further explores this direction by pro-
viding the practical performance upper bound as well as the
optimal parameters which helps to fine tune the constraint
theory.

Our estimation method is mostly inspired by the RankNet
[1, 2] and the LambdaRank [2, 3] which are successful in the
learning to rank domain. In their works they apply the
pair-wise documents comparison for a specific query which
is also adopted by our work. However, we did two different
things in our work: (1) the aforementioned techniques ap-
ply neural network as the underlying model while we follow
the rationale proposed by some classic ranking model, i.e.
the ranking score should be positively correlated with TF
and inversely correlated with DL, to find the local optimum
of the generalized ranking models. (2) we aim to optimize
MAP instead of NDCG and we proposed a simplified equa-
tion for calculating the difference of MAP if two documents
are swapped in the ranking list which can make the analysis
more efficiency. There is another work which indeed directly
optimizes MAP called SVMMAP [13]. SVMMAP is actu-

ally another learning to ranking algorithm based on support
vector machine. It performs optimization only on a working
set of constraints which is extended with the most violated
constraint at each optimization step. Taylor et al. [12] used
the cost analysis to predicate a family of BM25 ranking mod-
els. They however did not apply the gain analysis which has
shown to be superior in our experiments.

5. CONCLUSIONS AND FUTURE WORK

In this paper we have applied cost/gain analysis to the
performance upper bound of single term queries for TREC
collections. The found upper bounds of MAP provide sound
foundation of potentially better performed ranking models
in the future. Moreover, the parameters that lead to the
local optimums provide more insight about how the future
models could better incorporate proper statistics/signals.

Future work may include expanding the analysis to multi-
ple terms queries and finding more mathematically restricted
way to prove the performance upper bounds.
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